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Abstract—Monitoring cognitive workload has the potential to improve performance and fidelity in human decision making through a real-time monitoring model. Multiple studies have shown a successful binary classification of high and low workload using various methods and often focused on multiple physiological signals. A more detailed detection of cognitive workload is needed for a meaningful and reliable workload monitoring tool. This study focuses on trinary workload classification of parameters extracted from the cardiovascular system. The experiment was validated with the use of a database containing 96 participants performing tasks designed to induce slight variations in cognitive workload. Two distinct supervised learning classifying methods were used and their likelihood score used for the classification schemes of each heartbeat and each screen. The results show that the support vector classifier outperforms the random forest with the average misclassification rate of 20.44% using the whole screen classification scheme instead of individual heartbeat classification.

I. INTRODUCTION

Monitoring cognitive workload in safety-critical job environments, e.g. aviation or surgery, is of paramount importance for enhanced human performance and decision making. The relationship between cognitive workload and performance has been well studied [1] and the connection between cognitive workload and physical health has also been highlighted [2]. The cardiovascular signal, measured through heart rate (HR) and heart rate variability (HRV) or blood pressure, provides a promising method to monitor cognitive workload. The measures are non-intrusive and the cardiovascular system is quite sensitive to cognitive stimuli [3], [4]. Moreover, multiple studies have linked increased cognitive workload to reliable and measurable changes in the cardiovascular signal [5], [6], [7], [8], [9].

However, despite great success, current methods used to analyze the cardiovascular signal, have not been able to detect small workload differences [10], [8], [9]. The majority of the work is based on comparing averages, calculated for the duration of a particular task of higher or lower workload. These studies often fail to detect adjacent levels of increasing or decreasing workload [10], [8], [9]. Few studies have attempted to use various machine learning algorithms to classify cognitive workload states (i.e. higher, lower) [11], [12], [13], [14]. The results, based on EEG signals along with other physiological measures, show a successful binary (high, low) classification of cognitive workload. A more detailed detection of multiple cognitive workload states, particularly based on the cardiovascular signal, remains a challenge.

The main objective of this work is to provide a trinary classification of cognitive workload with parameters extracted solely from the cardiovascular system. This was done by adding time dynamic measures to the static cardiovascular signals and using supervised learning methods for classification. A cognitive workload experiment was conducted with variations in cognitive workload introduced through different variations of the original Stroop task [15]. Speech- and cardiovascular information were recorded from 96 participants solving the set tasks by responding verbally to the stimuli. The feature set contained 10 cardiovascular signal parameters for each heartbeat comprising of a detailed hemodynamic profile and derived delta and delta-delta coefficients for each of these. A separate leave-one-out participant-dependent classifier of the three difficulty levels was trained for each participant. Two supervised learning classifiers were used; support vector machines (SVM) and random forest (RF) and the likelihood score was evaluated through two classification schemes, for each heartbeat and for each task screen. The conclusion is that a finer cognitive workload distinction can be reached with the combined feature set of cardiovascular signals and delta coefficients, classifying for each screen with the SVM classifier.

The context of the work is presented in Sec. II. The experimental methodology, cardiovascular measures, feature extraction, classification setup and design are described in Sec. III. The results are detailed in Sec. IV and the paper is concluded with discussion in Sec. V.

II. CARDIOVASCULAR SIGNAL ANALYSIS FOR DETECTING COGNITIVE WORKLOAD

Measurements of cognitive workload are generally gathered through three methods; (1) self assessment, (2) behavioral monitoring and (3) by measuring physiological signals. Most commonly the focus has been on physiological measures, in particular, cardiovascular reactivity of the individual to a performed task. Measuring the individuals cardiovascular reactivity is well suited for the automatic monitoring of cognitive workload as it is relatively non-intrusive, objective, and takes place in real time [16].

Several studies have shown a reliable cardiovascular reactivity to increased workload [5], [6], [17], [7], [18], [19]. However, the detection of cognitive workload through cardiovascular reactivity has to date mainly been binary. That is, current methods detect high and low workload, or task onset and task offset [20]. These method, often fail to distinguish between multiple adjacent levels of increasing or decreasing workload. For example, in a study by Wilson [9], HR successfully distinguished takeoff and landing from other segments of flight in a visual and instrumented flight rules simulated flights (VFR and IRF). However, neither HR nor HRV distinguished between other flight segments (22 in total), although they all varied in their load level. Furthermore, in a study by Vogt et al. [8], HR significantly detected increased number of aircrafts in two different simulations (en-route and tower) and increased number of conflicts in en-route simulation. HR however, did not distinguish...
higher load of vertical traffic or pilot error in en-route simulation nor predictable or unpredictable conflict in tower simulation.

The problem is largely methodological. For most parts, workload detection is based on calculating and comparing averages over extended task periods that vary in their level of workload. The problem with this approach is that it forgoes the information embedded within the time segments for different tasks such as the body’s natural self-adjustment mechanism to long term fluctuations, the baroreflex [21]. It has therefore been suggested that if workload is being detected through comparing means, only the first 30 to 60 seconds should be considered [22], [23], [24], [25], [21]. Longer time segments may reflect a combined activity of two opposing systems, the sympathetic and the parasympathetic system [25], [21].

Another approach is to classify changes in cognitive workload state using various machine learning algorithms. Few studies have shown that a binary (high, low) classification of cognitive workload is possible by training neural networks using multiple physiological signals, including EEG [11], [12], [13], [14]. Other machine learning algorithms include discrimination analysis and support vectors (SVM) (see [26], [27], [28]), as well as logic regression and classification trees [11], and kernel partial least square classifier [29]. For most parts these multi signal classification methods gain high accuracy for a two level classification (i.e. high, low; present, absent). But a more detailed classification seems hard to reach. Brouwer et al. [26] used SVM to detect memory load using the n-back task. They trained the model on first three quarters of task performance and tested it on the last quarter of task performance. Binary classification between all three levels of memory load (0-back, 1-back, 2-back) were possible, but the highest accuracy was gained for classifying the greater load differences (high, low). Higher accuracy was also gained when both ERP and spectral power signals were used together. In general, most of the prior work has focused on EEG along with other physiological signals, showing high binary classification accuracy. Very little work has been done on classifying cognitive workload based solely on cardiovascular reactivity. But it has been pointed out that a classification based on the cardiovascular signal may be more suitable and practical in real task environments compared to using EEG [29].

Yin et al. [30], achieved 77.5% classification accuracy for three task-difficulty levels using only the speech signal. In their study, participants performed different variations of the original Stroop task in addition to a standard reading task. They concatenated standard mel-frequency cepstrum coefficients with prosodic features and used Gaussian mixture models to classify workload performance. Yap et al. [31] continued with this line of research by adding voice source features based on cepstral peak prominence and produced results for three Stroop test levels.

In the current study the focus is set on classification of cardiovascular signals with velocity and acceleration information from 5 heartbeat frames to include time dynamic information. The classification tasks are performed with two types of supervised learning methods for a two level classification (i.e. high, low; present, absent). But a more detailed classification seems hard to reach. Brouwer et al. [26] used SVM to detect memory load using the n-back task. They trained the model on first three quarters of task performance and tested it on the last quarter of task performance. Binary classification between all three levels of memory load (0-back, 1-back, 2-back) were possible, but the highest accuracy was gained for classifying the greater load differences (high, low). Higher accuracy was also gained when both ERP and spectral power signals were used together. In general, most of the prior work has focused on EEG along with other physiological signals, showing high binary classification accuracy. Very little work has been done on classifying cognitive workload based solely on cardiovascular reactivity. But it has been pointed out that a classification based on the cardiovascular signal may be more suitable and practical in real task environments compared to using EEG [29].

Yin et al. [30], achieved 77.5% classification accuracy for three task-difficulty levels using only the speech signal. In their study, participants performed different variations of the original Stroop task in addition to a standard reading task. They concatenated standard mel-frequency cepstrum coefficients with prosodic features and used Gaussian mixture models to classify workload performance. Yap et al. [31] continued with this line of research by adding voice source features based on cepstral peak prominence and produced results for three Stroop test levels.

In the current study the focus is set on classification of cardiovascular signals with velocity and acceleration information from 5 heartbeat frames to include time dynamic information. The classification tasks are performed with two types of supervised learning methods for a two level classification (i.e. high, low; present, absent). But a more detailed classification seems hard to reach. Brouwer et al. [26] used SVM to detect memory load using the n-back task. They trained the model on first three quarters of task performance and tested it on the last quarter of task performance. Binary classification between all three levels of memory load (0-back, 1-back, 2-back) were possible, but the highest accuracy was gained for classifying the greater load differences (high, low). Higher accuracy was also gained when both ERP and spectral power signals were used together. In general, most of the prior work has focused on EEG along with other physiological signals, showing high binary classification accuracy. Very little work has been done on classifying cognitive workload based solely on cardiovascular reactivity. But it has been pointed out that a classification based on the cardiovascular signal may be more suitable and practical in real task environments compared to using EEG [29].

Yin et al. [30], achieved 77.5% classification accuracy for three task-difficulty levels using only the speech signal. In their study, participants performed different variations of the original Stroop task in addition to a standard reading task. They concatenated standard mel-frequency cepstrum coefficients with prosodic features and used Gaussian mixture models to classify workload performance. Yap et al. [31] continued with this line of research by adding voice source features based on cepstral peak prominence and produced results for three Stroop test levels.

In the current study the focus is set on classification of cardiovascular signals with velocity and acceleration information from 5 heartbeat frames to include time dynamic information. The classification tasks are performed with two types of supervised learning methods for a two level classification (i.e. high, low; present, absent). But a more detailed classification seems hard to reach. Brouwer et al. [26] used SVM to detect memory load using the n-back task. They trained the model on first three quarters of task performance and tested it on the last quarter of task performance. Binary classification between all three levels of memory load (0-back, 1-back, 2-back) were possible, but the highest accuracy was gained for classifying the greater load differences (high, low). Higher accuracy was also gained when both ERP and spectral power signals were used together. In general, most of the prior work has focused on EEG along with other physiological signals, showing high binary classification accuracy. Very little work has been done on classifying cognitive workload based solely on cardiovascular reactivity. But it has been pointed out that a classification based on the cardiovascular signal may be more suitable and practical in real task environments compared to using EEG [29].

A Latin square technique was used to alternate the order of the cognitive workload levels into six between participants.

B. Cardiovascular measures and delta features

The Finometer Pro from Finapres was used to record cardiovascular signals of the participants during the experiments [32], [33]. The signals were obtained using a finger cuff and an upper arm cuff was used for calibration of the reconstructed blood pressure. Ten measures for each heartbeat were obtained from the output of the Finometer Pro system. These measures are 1) Heart rate, 2) Systolic pressure, 3) Diastolic pressure, 4) Mean pressure, 5) Pulse interval, 6) Stroke volume, 7) Left ventricular pressure energy, 8) Cardiac output, 9) Total peripheral resistance, 10) Maximum steepness and are designated as $c_{1:t}$, where $i \in \{1, 2, \ldots, 10\}$ is the index for the measure and $t$ is the integer time index of the heartbeat. The ten dimensional feature vector for a heartbeat at time $t$ is therefore $c_t = [c_{1:t}, c_{2:t}, \ldots, c_{10:t}]^T$.

The vector $c_t$ only includes information about the current heartbeat. Time derivatives are appended to the vector to include information about the rate of change of the static cardiovascular measures. These dynamic measures are called delta $\delta_t^{(1)}$ and delta-delta $\delta_t^{(2)}$ coefficients and are calculated from the measure $c_{t,i}$ along the time index by using,

$$\delta_t^{(1)} = \frac{\sum_{n=1}^{N} n(c_{t+n,i} - c_{t-n,i})}{2 \sum_{n=1}^{N} n^2}, \quad (1)$$

where $N$ denotes the number adjacent heartbeat measures before and after $t$ used to derive the delta feature. This is set to $N = 2$ for this work (resulting in a window size of 5). A ten dimensional delta vector is therefore obtained by $\delta_t^{(1)} = [\delta_t^{(1)}_1, \delta_t^{(1)}_2, \ldots, \delta_t^{(1)}_{10}]^T$ and the delta-delta feature vector $\delta_t^{(2)}$ are calculated using the same formula but using $\delta_t^{(1)}$ instead of $c_{t,i}$. Three feature sets were evaluated in this work, one without delta and delta-delta features, i.e. just the ten dimensional $c_t$, the second only with the delta features, i.e. the twenty dimensional $d_t = [c_t^T, \delta_t^{(1)}]^T$ and the third with all the vectors concatenated, i.e. the thirty dimensional $e_t = [c_t^T, \delta_t^{(1)}^T, \delta_t^{(2)}]^T$.

C. Classifier design

The classifiers designed and implemented in this work are based on the cardiovascular measures either from a single heartbeat feature vector $x_t$ (without delta features, $x_t = c_t$) or with delta features, $x_t = d_t$ or $x_t = e_t$ or a sequence of heartbeats from a single
screen represented with the data matrix $X = [x_1, x_2, \ldots, x_T]^T$. The classifiers return soft scores and are denoted either as $y_k(x_t)$ for the single heartbeat classifier or $y_k(X)$ for the sequence classifier. The index $k \in \{1, 2, 3\}$ denotes Stroop level one, two or three respectively. The vector $y(x_t) = [y_1(x_t), y_2(x_t), y_3(x_t)]^T$ contains the soft scores for the heartbeat at time index $t$ and the heartbeat classification simply chooses the class with the maximum value in that vector. For the sequence classification, the soft scores are collected in an output matrix $Y = [y(x_1), y(x_2), \ldots, y(x_T)]^T$. The classification is then obtained by summing the soft scores together over the screen to obtain $y(X) = [y_1(X), y_2(X), y_3(X)]^T$ and then the class according to the maximum value of that vector is chosen.

Two types of supervised learning classifiers were implemented using the statistics toolbox in Matlab: Support Vector Machine (SVM), $y_{SVM}(x_t)$ and Random Forests (RF), $y_{RF}(x_t)$. A support vector machine is fundamentally a binary classifier so to solve the trinary classification problem, three two-class one-vs-all binary SVM classifiers were implemented, one for each Stroop level. The soft score output $y_k(x_t)$ is the signed distance from the decision boundary for each of the three classifiers where $k \in \{1, 2, 3\}$. The class is then determined by the one-vs-all classifier which obtains the maximum signed distance from the decision boundary. If all scores are negative then the class that is the closest to the decision boundary with the least negative score is chosen. A random forest classifier is trained for each heartbeat using one hundred decision trees. The minimum number of observations in a leaf was set to one. The soft score $y_t(x_t)$ for the random forest classifier is the proportion of trees in the ensemble predicting class $k$ and is interpreted as the probability of this observation $x_t$ originating from this class.

D. Classifier training and evaluation

As this work does not deal with differences between individuals, only participant-dependent classifiers were trained in this work. This means that 96 separate classifiers were trained and tested, one for each participant. A leave-one-out strategy was used where the test sample that is left out corresponds to a single screen. The other twenty screens for that participant were used to train the classifiers. In the case of single heartbeat classifiers the number of test results corresponded to the number of heartbeats contained within the test screen (an average of 776) but in the case of the sequence classification for the entire screen only one result was obtained. The experiment was then repeated where another screen from the set of twenty-one screens was reserved for testing. The results were then cumulated over the twenty-one trials. This procedure was then repeated for each participant in the study.

IV. RESULTS

The results are first presented for the support vector machine using using delta-delta features. We show how we construct a confusion table from the leave-one-out experiments and compare the single heartbeat classifier with the sequence screen classifier. The results are then summarized as single average misclassification rates and compared with the other feature sets and the random forest classifier. Finally, a further analysis of the performance of individual participants is presented.

A. Support vector machines using delta-delta features

Table I shows the confusion table of how all heartbeats in the data set are classified using the support vector machine classifier $y_{SVM}(x_t)$ and the delta-delta feature set $e_t$. The numbers are obtained by summing individual confusion tables of each participant. The table also shows the misclassification rate and the mistrust rate of each Stroop level. For example, if there is a 32.29% chance of misclassification if the heartbeat is known to be from Stroop Level 2 and if an unknown heartbeat is classified as Stroop Level 2, there is a 30.99% chance of an error. There errors seem to be evenly distributed over the remaining classes which indicates that no level is dominating the classification. However, Stroop Level 3 seem to be performing slightly better than the other levels with a 23.13% misclassification rate and 25.60% mistrust rate. The participant-average test set misclassification rate is given as 29.26%.

<table>
<thead>
<tr>
<th></th>
<th>Stroop L1</th>
<th>Stroop L2</th>
<th>Stroop L3</th>
<th>MCR [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stroop L1</td>
<td>13790</td>
<td>3745</td>
<td>3022</td>
<td>34.62</td>
</tr>
<tr>
<td>Stroop L2</td>
<td>16536</td>
<td>4142</td>
<td>3676</td>
<td>32.29</td>
</tr>
<tr>
<td>Stroop L3</td>
<td></td>
<td></td>
<td>22254</td>
<td>23.13</td>
</tr>
<tr>
<td>Mistrust rate [%]</td>
<td>32.92</td>
<td>30.99</td>
<td>25.69</td>
<td>29.26</td>
</tr>
</tbody>
</table>

Table II shows the confusion table of how all screens in the data set are classified also using the support vector machine classifier $y_{SVM}(x_t)$ and the delta-delta feature set $e_t$. As with the heartbeat confusion Table I, the numbers are obtained by summing individual confusion tables of each participant. The misclassification and mistrust rates are also shown for each Stroop level and the participant-average test set misclassification rate is reported. The table shows that the screen based classifier is also balanced with respect to the Stroop levels.

<table>
<thead>
<tr>
<th></th>
<th>Stroop L1</th>
<th>Stroop L2</th>
<th>Stroop L3</th>
<th>MCR [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stroop L1</td>
<td>499</td>
<td>95</td>
<td>78</td>
<td>25.74</td>
</tr>
<tr>
<td>Stroop L2</td>
<td>63</td>
<td>440</td>
<td>73</td>
<td>23.61</td>
</tr>
<tr>
<td>Stroop L3</td>
<td>38</td>
<td>65</td>
<td>665</td>
<td>13.41</td>
</tr>
<tr>
<td>Mistrust rate [%]</td>
<td>16.83</td>
<td>26.66</td>
<td>18.50</td>
<td>20.44</td>
</tr>
</tbody>
</table>

The advantage of using a sequence of heartbeats is clearly seen by comparing Table I and Table II. The participant-average test set misclassification rate improves from 29.26% to 20.44%.

B. Overall performance results

Table III shows the participant-average test set misclassification rate for the support vector machine classifier. Each line shows the results for the three feature sets: without delta features, $e_t$, with delta features, $d_t$, and with delta and delta-delta features $e_t$. The two columns show the results for the screen sequence classifier $y_{SVM}(X)$ and the individual heartbeat classifier $y_{SVM}(x_t)$. Each result shows the average and the standard deviation of the individual participant test set misclassification rates. For example the SVM screen classifier
using the cardiovascular feature set without delta features, $c_t$, obtains 26.34% misclassification rate on average over all participants and the standard deviation over all participants is 16.95%. The table shows that adding delta and delta-delta features improves performance considerably for both the screen based and the heartbeat based SVM classifier. The best results of 20.44 ± 15.48% are obtained using delta and delta-delta features, $e_t$ and the screen based classifier $y(X)$. These results are also the best results obtained in this work and correspond to the confusion table presented in Table II. Further analysis of these results are presented in Section IV-C.

Table IV shows the set of results for the random forest classifier. The overall results are inferior to the support vector machine results. For the heartbeat based random forest classifier the performance improves by adding delta and delta-delta features which is consistent with the support vector machines results. However the screen based classifier is not improved by adding the delta or delta-delta features.

**C. Participant distributions**

Figure 1 shows the histogram of the test set misclassification rates for all participants for the support vector machine classifier and delta and delta-delta features. The first panel shows the results for the single heartbeat classifier and the second panel shows the screen based classifier. The figure corresponds to the last line in Table III and demonstrates how the results improve when the classifier can accumulate the results over an entire screen before making decision. The figure also shows how widely distributed the results are depending on the participants, as is evident in the standard deviation. The range for the screen based classifier is from zero misclassification rate to 76.19%. More interesting results evident from the histogram is that 34 participants (out of 96) achieve misclassification rate under 10%.

Figure 2 shows the histogram of the misclassification rate when using the Random forest classifier without dynamic features. The figure shows how well the performance improves when using a sequence of heartbeats to do the classification. The average misclassification rate for the screen-based classification is 22.72% and the range if from zero to 85.71% (not shown in the figure). The number of participants achieving misclassification rate under 10% is 22 participants (out of 96).

**TABLE III. Average MCR [%] over all participants comparing different combinations of classification schemes and feature sets for the SVM classifier.**

<table>
<thead>
<tr>
<th>Feature set</th>
<th>Screen $y(X)$</th>
<th>Heartbeat $y(x_t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_t$</td>
<td>26.34±16.95</td>
<td>36.11±13.88</td>
</tr>
<tr>
<td>$d_t$</td>
<td>23.42±17.08</td>
<td>33.73±14.11</td>
</tr>
<tr>
<td>$e_t$</td>
<td><strong>20.44±15.48</strong></td>
<td><strong>29.26±13.27</strong></td>
</tr>
</tbody>
</table>

**FIGURE 1. Histogram of test set misclassification rate (MCR) [%] for all participants in the set using the SVM classifier with the delta and delta-delta features. The upper panel shows the individual heartbeat classifier results and the lower panel shows the screen-based classifier results.**

**TABLE IV. Average MCR [%] over all participants comparing different combinations of classification schemes and feature sets for the RF classifier.**

<table>
<thead>
<tr>
<th>Feature set</th>
<th>Screen $y(X)$</th>
<th>Heartbeat $y(x_t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_t$</td>
<td>22.72±15.99</td>
<td>37.21±12.79</td>
</tr>
<tr>
<td>$d_t$</td>
<td>23.91±15.69</td>
<td>35.75±12.73</td>
</tr>
<tr>
<td>$e_t$</td>
<td>24.21±15.89</td>
<td>34.50±12.76</td>
</tr>
</tbody>
</table>

**FIGURE 2. Histogram of test set misclassification rate (MCR) [%] for all participants in the set using the RF classifier without the dynamic features. The upper panel shows the individual heartbeat classifier results and the lower panel shows the screen-based classifier results.**

**V. DISCUSSION AND CONCLUSIONS**

The experiments presented in this work show how the cardiovascular system responds to cognitive stimuli when using the Stroop tests. Support vector machines and Random forests were used as classifiers for static cardiovascular measures and their dynamic features. The results show obvious cardiovascular reactivity to the different cognitive stimuli. The Stroop levels that were tested in this work all demand the same or very similar physical workload from the participant. The study does not include cardiovascular measures from the baseline period when the participant is completely at rest. The classification results can therefore be interpreted solely on the cognitive workload level that is elicited using the different Stroop levels. The best classifier is able to distinguish between low, medium and high Stroop level with an average of 20.44% test
set misclassification rate. Further analysis shows that more than 34 participants out of 96 achieve 10% misclassification rate or less. This shows that cognitive workload strongly affects the cardiovascular system. The methodology does not however give an insight into what aspect of the cardiovascular measures are affected.

The results also showed that the support vector machine classifier outperformed the random forest classifier. The best SVM results is 20.41% while the best RF result is 22.72%. Both methods benefit greatly from classifying on a whole sequence of heartbeats (screens) instead of individual heartbeats.

The work also introduced dynamic features for the cardiovascular methods that have been called delta and delta-delta features in the speech processing community. Both the SVM and RF classifiers that are based on single heartbeats benefited from the addition of dynamic features. However the screen-based RF classifier did not benefit from the addition.

Signal classification offers a new approach to cognitive workload monitoring. The results presented here compare well with other classification work in the field. For most parts, reported results are based on a binary classification, sometimes using no vs. some or low vs. high cognitive workload [11], [12], [13], [14], [26]. It is clear from this work, that high accuracy in binary classification is possible, in particular, if combining multiple physiological signals. The obstacle however, has been to move beyond the binary classification.

In Wilson and Russel [13] a high accuracy was gained using an ANN for classifying high and low cognitive workload. Their classification was based on multiple physiological signals, including EEG. The network however, was not capable of classifying accurately between more than two cognitive workload states (high and low). When the training scenario included four and seven different states based on complexity and number of aircraft, the classifier confused adjacent states, not distinguishing between low and medium or medium and high. Similarly, Brouwer et al. [26] using a SVM to classify mental load, found a high accuracy in classifying high and low load, whereas, low to medium or medium to high classification was not as accurate. Their classification was also based on EEG and higher accuracy was gained when two EEG signals (ERP and spectral power) were combined.

The present study goes beyond the state of the art by successfully demonstrating a trinary classification of low, medium and high cognitive workload states. Furthermore, the classification here is based entirely on the cardiovascular signal whereas prior work has for most parts focused on EEG often along with other physiological signals. Few studies have attempted to classify workload based on the speech signal. In Magnúsdóttir et al. [34], three load states were classified using vocal tract features and SVM. However, the classification accuracy was 67.5%. The present results show a better classification accuracy using the cardiovascular signal. In both cases, variation of the original Stroop task were used to induce cognitive workload.

In conclusion, cognitive workload classification based on the cardiovascular signal is possible and might provide a reliable, non-intrusive monitoring tool in the field. The results here provide an important input to the literature on workload monitoring as prior work has mainly focused on binary (high, low) classification using multiple physiological signals, including EEG. But as pointed out by Fong [11], basing the classification on the cardiovascular signal may be more suitable in the field compared to using the EEG signal. The trinary classification accuracy reached here is comparable to binary (high, low) classification accuracy reached in prior work using multiple physiological signals.
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